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Abstract
Today, small-animal multi-pinhole single photon emission computed
tomography (SPECT) can reach sub-half-millimeter image resolution.
Recently we have shown that dedicated multi-pinhole collimators can also
image PET tracers at sub-mm level. Simulations play a vital role in the
design and optimization of such collimators. Here we propose and validate an
efficient simulator that models the whole imaging chain from emitted positron
to detector signal. This analytical simulator for pinhole positron emission
computed tomography (ASPECT) combines analytical models for pinhole and
detector response with Monte Carlo (MC)-generated kernels for positron range.
Accuracy of ASPECT was validated by means of a MC simulator (MCS) that
uses a kernel-based step for detector response with an angle-dependent detector
kernel based on experiments. Digital phantom simulations with ASPECT and
MCS converge to almost identical images. However, ASPECT converges to an
equal image noise level three to four orders of magnitude faster than MCS. We
conclude that ASPECT could serve as a practical tool in collimator design and
iterative image reconstruction for novel multi-pinhole PET.

1. Introduction

Accurate simulation of a single photon emisssion computed tomography (SPECT) system
is often a good alternative to phantom experiments and often the only way to mimic
SPECT imaging of a complex activity distribution (Zubal and Harrell 1991, Zaidi 1999,
Assié et al 2004, Staelens and Buvat 2009). A SPECT simulator can be useful in system
design (Schramm et al 2003, Meng et al 2003, Beekman and Vastenhouw 2004, Cao et al
2005, Funk et al 2006, Vunckx et al 2009, Shokouhi et al 2009) and it can be applied in model-
based iterative reconstruction methods (Floyd et al 1986, Beekman et al 1996, Kadrmas et al
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1998, Beekman et al 2002, Frey et al 2002, Narayanan et al 2003, Farncombe et al 2004, He
et al 2005, Moore et al 2006, Cot et al 2005, Du et al 2006, Xiao et al 2006, 2007). The main
challenge that is faced in developing a simulator is to have a good balance between accuracy,
variance and efficiency. A large variety of SPECT simulators have been proposed, based on
analytical models, Monte Carlo (MC) simulations or a combination of these (Beck et al 1982,
Wang et al 1992, Frey and Tsui 1994, Walrand et al 1994, Meikle et al 1994, Beekman and
Viergever 1995, Beekman et al 1999, de Jong et al 2001, Du et al 2002, Gieles et al 2002, De
Wit et al 2006, Staelens et al 2007, de Beenhouwer et al 2008, Liu et al 2008, Descourt et al
2010).

Fast SPECT simulators are extremely useful to (i) quickly simulate complete animal or
patient SPECT studies in order to optimize acquisition, reconstruction and image processing
protocols, (ii) serve as a projector in image reconstruction (e.g. in dual matrix reconstruction
(Kamphuis et al 1997)) or (iii) generate entire system matrices as required in some image
reconstruction schemes. For all these applications it is required that the simulator rapidly
generates almost noiseless projections of activity distributions. Even when the influence of
noise is considered (e.g. when evaluating complete SPECT systems for realistic imaging times
and activity concentrations), Poisson noise is usually added to the smooth projection data,
instead of using time-consuming full MC simulations (often referred to as analog MC) to
generate noisy data.

Recently the use of highly focusing multi-pinhole collimators in small-animal SPECT has
resulted in sub-half-millimeter image resolutions (Beekman et al 2005, Beekman and van der
Have 2007a, Van der Have et al 2009). In many cases these high-resolution SPECT systems
are capable of imaging even smaller structures than dedicated small-animal positron emission
tomography (PET) devices; high-end PET usually has approximately 1 mm image resolution
(although new ideas to obtain sub-mm resolution have been put forward, e.g. Tai et al 2008).
This naturally raises the question if positron emitters can be imaged at high resolutions using
a dedicated multi-pinhole geometry (Beekman and van der Have 2007b).

In Beekman (2008) clustered multi-pinhole PET was proposed, a new technology that
enables high-resolution imaging of positron emitting tracers (Goorden and Beekman 2010a).
The potential of clustered multi-pinhole PET was confirmed by recent experiments, which
report simultaneous SPECT-PET imaging at sub-mm resolutions (Beekman et al 2010,
Goorden et al 2010b). Pinhole PET is still in an early stage of development and it is an
open question in which subset of imaging situations pinhole PET is able to compete with
coincidence PET. Pinhole PET has the added advantage that it provides perfectly aligned PET
and SPECT images and it may save costs and floor space because only a single device needs
to be purchased for SPECT and PET imaging.

For further development of multi-pinhole PET collimators, optimization of pinhole PET
imaging protocols and for the generation of realistic system matrices for image reconstruction,
an accurate and efficient simulator of these systems is highly desirable. In this paper we
present an analytical simulator for pinhole positron emission computed tomography (ASPECT)
which takes into account (i) the finite positron range, (ii) collimator blurring and (iii) detector
response. We evaluate the accuracy and speed-up attained by ASPECT by comparing it with
a MC simulator (MCS).

2. Methods

This section starts with a description of the implementation of ASPECT. Next, MCS that is
used to validate ASPECT is discussed. Finally we comment on computer simulations used to
determine the accuracy and speed-up of ASPECT with respect to MCS.
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2.1. Implementation of ASPECT

ASPECT consists of three parts. Initially the activity distribution is blurred by a probability
distribution Pβ, which describes the effects of finite positron range; it is based on a look-up table
that is generated by MC simulations. Subsequently, pinhole response is simulated using an
analytical pinhole model. Finally, the detector response is approximated by a Gaussian kernel
with fixed full width at half maximum (FWHM) that is independent of angle of incidence.
Details for positron range simulations and pinhole response are provided below.

2.1.1. MC simulations for positron range. The MC software used in this paper is Geant4
version 9.1. Geant is an acronym for ‘geometry and tracking’ and it provides a toolkit for
the simulation of particles through matter. The program has been developed by CERN and
its collaborators (CERN4, Agostinelli et al 2003), and has been extensively validated for the
simulation of PET and SPECT (Staelens et al 2003, 2006, Strul et al 2003, Santin et al 2003,
Jan et al 2004). For the simulations in this work the low-energy extensions for the photoelectric
effect, the Compton effect, Rayleigh scattering, ionization and bremsstrahlung were used.

The effects of positron range are captured by the annihilation point distribution function
Pβ(x, y, z), a spherically symmetric distribution that describes the displacement of the
annihilation site from the point of positron emission. The positron range and its effects
on system resolution have been studied in the past using experiments and MC simulations
(Derenzo 1979, Derenzo 1986, Levin and Hoffman 1999). In these previous works, however,
only projections of the three-dimensional distribution have been presented and we can therefore
not incorporate the results of these papers directly into our simulator. To obtain the full three-
dimensional distribution, we have performed MC simulations of the trajectories of positrons
in water. The energy of the positron is generated using the analytical expression for the energy
spectrum N(E), given by

N(E) = gF(Z,E)pE(Emax − E)2. (1)

Here g is a coupling constant, F(Z, E) is the Fermi function, Z is the atomic number of the beta
decay daughter and p is the momentum. In this paper we consider 18F, which has a maximum
(end point) energy Emax = 635 keV.

We have simulated 5 million positron decays all occurring at the same location and the
end points of the positron trajectories were stored. Assuming that the location of positron
decay was in the center of a voxel, we generated a look-up table that contains the probability
that a positron that is emitted in one voxel annihilates in another nearby voxel. Voxel size
was 0.4 mm, equal to the voxel size of the simulated phantom (see section 2.4). With this
look-up table the activity distribution is convolved. Note that the choice of taking the positron
decay position in the center of the voxel is in agreement with the approach taken in ASPECT
to simulate one photon path from each voxel to each detector pixel (see below).

In real subjects, the use of a positron range kernel that reflects an infinite source of water
is an approximation. A more accurate model would take different materials and boundaries
into account. However, even the use of such a simplified blurring kernel, that represents
the positron range in water, can significantly improve reconstructed images in PET animal
experiments (Ruangma et al 2006).

2.1.2. Analytical model for pinhole response. The geometry of a pinhole in the plane through
pinhole axis and source is shown in figure 1(a). We consider a knife-edge pinhole with opening
angle α and diameter d. A point source is placed at position S, at a distance h above the pinhole

4 CERN GEANT4 homepage http://geant4.web.cern.ch/geant4

http://geant4.web.cern.ch/geant4
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Figure 1. (a) Geometry of a simulated source-collimator-detector system. The photon source is
positioned at an angle θ and at a distance h above the pinhole aperture. The pinhole has an opening
angle α and diameter d and is placed at a distance b from the detector. (b) A pinhole with three
different types of photon paths; path I passes through the cone-shaped pinhole surfaces only. Paths
II and III cross a cone-shaped pinhole surface and a collimator wall plane.

aperture and at an angle of incidence θ . An analytical model for the point spread function
(PSF) due to the pinhole aperture is obtained by taking into account photons that penetrate
the pinhole edges, but ignoring photons that scatter (Metzler et al 2002). The application of
this analytical model in pinhole SPECT simulations has already been validated for gamma
photons of 140 keV (corresponding to 99mTc) (Gieles et al 2002), but it has never been tested
for 511 keV gamma photons.

The intensity at position D on the detector is given by

PSFpinh (D, S) = (S − D) · n̂

4π |S − D|3 e−μ�L. (2)

Here n̂ is a unit vector normal to the detector surface, μ is the attenuation coefficient of the
pinhole aperture material at the energy of the incident photons and �L is the path length
through the aperture material.

An analytical expression for the path length through a pinhole is given in Gieles et al
(2002). We use their equations, but we make one adaptation, which is necessary to accurately
describe 511 keV gamma photons. This is illustrated in figure 1(b), where three types of photon
paths through a pinhole are sketched. Path I passes through the cone-shaped pinhole surfaces
only. Paths II and III, however, also pass through the collimator wall. The expressions in
Gieles et al (2002) do not consider this possibility and they are only strictly valid for infinitely
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long pinholes. While for 140 keV the pinholes are sufficiently long for this to be a good
approximation, it cannot be safely assumed that this also holds for the 511 keV annihilation
photons considered in this paper. We do therefore explicitly take the possibility of penetrating
the collimator wall into account.

We consider one photon path from the center of each voxel (containing annihilations) to
each relevant detector pixel. Relevant detector pixels are determined by directing the photons
only to a circular area in the pinhole aperture (Gieles et al 2002), such that all photons with
a probability as low as 10−3 to be transmitted through the collimator material are taken into
account.

2.2. Implementation of MCS

The MCS that is used to validate ASPECT uses the Geant4 MC software package (version 9.1)
to simulate the events from positron decay up to a photon entering the gamma detector. In
the simulations the energy window at the detector is set to an interval of 461–561 keV. The
detector response is very sensitive to various optical parameters of the scintillator and to
the specific implementation of the electronics and it is therefore difficult to simulate this
response accurately. For this reason we have incorporated detector blurring using a kernel-
based approach based on the experimentally obtained angle-dependent detector response
(measurements were done for four angles of incidence, see below). Bi-cubic interpolation is
used to obtain the detector response for a gamma photon entering the detector at an arbitrary
angle. The detector experiments performed to obtain this kernel are described below.

2.2.1. Detector response experiments. USPECT-II has three scintillation gamma camera
heads with sodium iodide (NaI) crystals having a thickness of 3/8 inch (9.5 mm) and a useful
detection area of 490 × 400 mm. Each crystal is read out by 55 photomultiplier tubes (PMTs).
To determine the detector response of such a gamma detector to 511 keV gamma photons and
compare it with the known response to 140 keV photons from 99mTc we have constructed a
collimating piece of lead that restricts the gamma photons to four pencil beams incident at
different angles onto the detector (see figure 2). It consists of a 47 mm thick piece of lead with
four 1 × 1 mm2 square channels. The four channels have angles of 90◦, 80◦, 70◦ and 60◦ with
respect to the detector surface. A plastic source holder is positioned at the intersection point of
the four channels. The source holder has a cylindrically shaped hole with a diameter of 2.2 mm
in it, which can be filled with a solution of a radionuclide.

Measurements were performed for a source of 99mTc and 18F-fludeoxyglucose (FDG). The
starting activity of 99mTc and FDG was 6.3 MBq and 4.1 MBq, respectively. The collimator
was placed at five different positions on one of the three detector heads of U-SPECT-II to
obtain an average detector response. The energy window was set to an interval of 461–561
keV for FDG and to 126–154 keV for 99mTc. The results that we present in the results section
are PSFs that are averaged over the five detector positions.

2.3. Parameters of the simulated set-up

The simulated set-up is shown in figure 1(a). We choose parameters corresponding to the
high-resolution MP-SPECT system proposed in Goorden and Beekman (2010a), that is
specially designed to image PET tracers in a mouse at high resolutions. This system has
a cylindrical multi-pinhole collimator. We assume that the point source is on the axis of the
cylindrical collimator, which is at a distance of 28 mm from the pinhole center (h = 28 mm in
figure 1(a)). Furthermore, the detector is at a distance of 182 mm from the pinhole center
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Figure 2. (a) Design of the collimating piece of lead; (b) shape of the plastic source holder. The
cylindrical hole in the source holder can be filled with a solution of a radionuclide.

(b = 182 mm in figure 1(a)). The pinhole is placed asymmetrically in the collimator wall
which has a thickness of 45 mm. We consider pinhole opening angles of α = 30◦ and α =
15◦, each with a pinhole diameter d = 0.6 mm. The detector pixel size was 0.5 mm × 0.5 mm.

2.4. Validation and speed-up

First, the accuracy of the analytical models for pinhole and detector response implemented
in ASPECT were validated. To this end the analytical pinhole response (equation (1)) to a
point source of 511 keV gamma photons in air was compared to MC simulations. Like in the
simulations described in previous paragraphs, Geant4 version 9.1 was used. We considered
three point source positions; from the center up to the edge of the pinhole field-of-view (FOV).
Next, to evaluate how well the approximation of an angle-independent Gaussian detector
model (implemented in ASPECT) holds for a typical pinhole response, we have blurred
these simulated pinhole responses either with a FWHM 3.5 mm Gaussian kernel or with the
experimentally measured angle-dependent detector kernel and we compare these.

After having considered the individual parts of ASPECT, we validated the whole simulator.
We compared the projections of an extended source onto the detector obtained with ASPECT
and MCS. The main reason to compare ASPECT and MCS for an extended source is to assess
the amount of gamma photons that scatter in the object and at the pinhole edges. In ASPECT,
scattering is ignored. Scattered photons may have a small magnitude in a PSF, but these are
typically spread over a much larger detector area than the PSF itself. We determined the
magnitude of the scattering contribution by presenting projections with and without scattering
(scattered photons can easily be identified in MC simulations). The source that was simulated
is an ellipse with radii of 5 × 3.5 × 6 mm (typical for a mouse organ such as the brain), placed
in a larger water-filled ellipse that has the size of a mouse and a voxel size of 0.4 mm. We
have simulated 1011 positron decays in the MCS to get an almost noise-free projection.

The simulations described above were done in order to assess the accuracy (bias) of
ASPECT with respect to MCS. We subsequently determined the speed-up that can be obtained
by ASPECT with respect to MCS by comparing simulation times at equal variance (noise level).
To this end the almost noise-free projection obtained with MCS (see previous paragraph) is
used as a reference projection. A series of projections was generated with MCS with an
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Figure 3. Probability density distribution (PDF) of the x coordinates of the end points of the
simulated positron trajectories.

increasing number of simulated positron emissions and hence, an increasing simulation time.
For each of these projections the normalized mean square error (NMSE) with respect to the
reference projection was determined. The NMSE that is achieved with ASPECT was also
determined by comparing the projection generated by ASPECT to the reference projection,
with the omission of scattered photons. This is done because we are interested in the time it
takes to achieve a smooth projection and not in the bias that is inevitably present because of
the neglect of scattered photons. The speed-up factor achieved by ASPECT with respect to
MCS is determined by comparing simulation times at equal NMSE.

3. Results

3.1. Positron range

In figure 3 we show a histogram of x coordinates of the positron trajectory end point. Using
the three-dimensional end points of 5 million positron trajectories, all starting at the same
initial point, we have generated a look-up table, which contains the probability that a positron
that is emitted in a particular voxel will annihilate in a certain other voxel. The distribution
shown in figure 3 has a FWHM of 0.10 mm and a root mean square value of 0.33 mm. This is
in excellent agreement with results reported in the literature (Levin and Hoffman 1999).

3.2. Pinhole response

The validation of the analytical pinhole response model by MC simulations is shown in
figure 4 for pinhole opening angle α = 30◦ and for point sources incident at three different
angles: from the center of the FOV (θ = 0◦, see figure 1(a)) up to the border of the FOV
(θ = 15◦). We show PSF profiles along x- and y-directions on the detector (defined in
figure 1(a)). In figure 5 similar results for α = 15◦ are shown. In all cases, the MC simulation
results cannot be visually distinguished from those of the analytical pinhole model.

3.3. Detector experiments

Figure 6 shows the measured detector response to 511 keV and 140 keV gamma photons
incident at angles of 90◦, 80◦, 70◦ and 60◦ with respect to the detector plane. To allow
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Figure 4. Comparison between the analytical pinhole response model and MC simulations for a
point source of 511 keV in air for angles of incidence θ = 0◦, 7.5◦ and 15◦. Profiles along x- and
y-directions (see figure 1) are shown. For all plots h = 28 mm, b = 182 mm and α = 30◦.

for a visual comparison, we have scaled both PSFs to contain an equal number of counts.
The FWHM of the detector response as a function of the angle of incidence is shown in
figure 7. For perpendicular incidence, the FWHM for 511 keV gamma photons is slightly
better than that for 140 keV gamma photons. For incidence under an angle, the detector
intrinsic resolution for 511 keV gamma photons degrades faster than for 140 keV gamma
photons.
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Figure 5. Comparison between the analytical pinhole response model and MC simulations for a
point source of 511 keV in air for angles of incidence θ = 0◦, 3.75◦ and 7.5◦. Profiles along x- and
y-directions (see figure 1) are shown. For all plots h = 28 mm, b = 182 mm and α = 15◦.

Different effects can affect intrinsic detector resolution. On one hand, 511 keV gamma
photons generate more optical photons per scintillation event than gammas from 99mTc, which
allows for a better position estimation because of improved statistics. On the other hand, the
depth of interaction (DOI) of a 511 keV gamma photon has a much larger spread than for
140 keV gamma photons which mainly interact in the top of the scintillator. Such a variable
DOI has a detrimental effect on resolution for gamma photons entering the scintillator at
an angle. Furthermore the increased chance of having multiple Compton interactions for
511 keV compared to 140 keV can also deteriorate detector resolution.
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Figure 6. Measured probability density functions (PDFs) for beams incident at angles of 90◦, 80◦,
70◦ and 60◦ onto the detector surface for 18F and 99mTc.

60 70 80 90
0

2

4

6

8

θ [degree]

F
W

H
M

[m
m

]

Tc−99m

F−18

Figure 7. FWHM of the detector response as a function of the angle of incidence θ .

Our experimental results imply that for perpendicular incidence, the increased number
of optical photons that are generated for a 511 keV gamma photon compared to a 140 keV
gamma photon outweights the adverse effects of multiple Compton interactions and variable
DOI and therefore resolution was slightly improved. For incidence at an angle, the effect of
the variable DOI becomes more important. We therefore believe that the fast degradation of
intrinsic resolution for oblique incidence of 511 keV gamma photons is mainly due to this
effect.

In ASPECT we have approximated the detector response by a Gaussian kernel with a
constant FWHM. From figures 6 and 7, it may seem that this is a very crude approximation.
However, the accuracy of this assumption for the overall system PSF does not depend on
how well the measured response approximates a Gaussian, but on how this assumption affects
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Figure 8. Pinhole responses of figure 5 (pinhole opening angle α = 30◦) blurred with the measured
511 keV detector response (solid line) and with a Gaussian with FWHM of 3.5 mm (dots); this
plot shows that a Gaussian response is a good model for detector blurring.

the shape of the overall PSF. Therefore, in figures 8 and 9 we show how the approximation
of a Gaussian detector kernel affects the overall collimator response by blurring the pinhole
responses of figures 4 and 5 either by the experimentally measured response or a Gaussian
with a FWHM of 3.5 mm (as is implemented in ASPECT). The differences are very small and
the assumption of a Gaussian response with a FWHM of 3.5 mm is expected to give a good
description of detector influence. The value of 3.5 mm was chosen because it represents an
average over different angles of incidence. Since a Gaussian response with this value gives a
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Figure 9. Pinhole responses of figure 6 (pinhole opening angle α = 15◦) blurred with the measured
511 keV detector response (solid line) and with a Gaussian with FWHM of 3.5 mm (dots); this
plot shows that a Gaussian response is a good model for detector blurring.

good description of detector blurring for all angles of incidence we believe that the results are
not very sensitive to the exact FWHM that one chooses.

3.4. Simulation of an extended source

In figure 10 we show the projection of the extended activity distribution onto the detector
using ASPECT and MCS for pinhole opening angles α = 30◦ and α = 15◦. We also show the
results obtained with MCS without the contribution of scattered photons. It is clear that the
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Figure 10. Projections of the extended activity distribution onto the detector with ASPECT (dots),
MCS (solid line) and MCS without scattered photons (dotted line), for pinhole opening angles
α = 30◦ and α = 15◦.
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Figure 11. Reference projection of the extended activity distribution onto the detector together
with two MCS projections with limited statistics due to a limited number of simulated positron
emissions, for pinhole opening angles α = 30◦ and α = 15◦.

scattered photons have a small but visible effect on the simulated projection; we find that the
density of scattered photons has a maximum value of 2.4×10−8 mm−2 and 9.2×10−9 mm−2

for α = 30◦ and α = 15◦, respectively. These numbers amount to 7.6% and 6.7% of the total
maximum density.

3.5. SPEED-UP

With ASPECT it takes 139 s (for α = 30◦) and 63 s (for α = 15◦) to simulate the projection
depicted in figure 10. Compared to the reference projection (without scattered photons), an
NMSE of 7.6×10−9 and 8.7×10−9 is found for α = 30◦ and α = 15◦ respectively.

Figure 11 illustrates how the number of simulated positron emissions in MCS influences
the projection, by showing the noiseless reference projection together with two projections
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Figure 12. NMSE versus simulation time for a number of MCS projections and for ASPECT, for
pinhole opening angles α = 30◦ and α = 15◦. The speed-up factor of ASPECT with respect to
MCS is determined by comparing simulation time at equal NMSE (indicated by the arrows).

with different numbers of simulated positron emissions. It is clear from figure 11 that a
smooth projection requires the simulation of millions of emissions, making such simulations
extremely time consuming. Figure 12 shows the NMSE of MCS compared to the noiseless
reference projection for increasing simulation time (due to an increasing number of simulated
decays). NMSE and simulation time of ASPECT are also shown in this figure. From this
figure it is clear that MCS takes orders of magnitude more time to converge to an equal noise
level as ASPECT; ASPECT obtains equal NMSE 6.2×103 and 2.7×104 times as fast as MCS
for α = 30◦ and α = 15◦ respectively (numbers are obtained by linear interpolation).

4. Discussion

The simulator presented in this paper is three to four orders of magnitude faster than a
MC-based simulator (depending on the pinhole opening angle); with ASPECT an extended
distribution having the size of a mouse organ can be simulated in approximately a minute
while MCS needs weeks to reach an equal noise level. This means that, contrary to MCS,
ASPECT is able to simulate complete SPECT systems within an acceptable amount of time
and it can therefore be used in the evaluation of novel collimator designs or serve as the basis
of model-based image reconstruction of pinhole PET systems.

The enormous speed-up of ASPECT compared to MCS is achieved despite the fact that
in MCS detector response is incorporated using a kernel-based approach, rather than sampling
from the probability distribution for a gamma photon that enters the scintillation crystal to end
up in a certain detector pixel. This means that for each simulated gamma photon that enters
the detector, many detector pixels are assigned an output signal, leading to a large speed-up
compared to the usual MC approach where only one detector pixel would be reached per
incident gamma photon. Therefore, if a standard MC package such as Geant4 would be used
to simulate the whole system, and not only the events up to a gamma photon entering the
detector as is done in this paper, even larger speed-up factors would be obtained.

The main source of deviation of ASPECT with a MC-based simulator is the neglect of
scattered photons, which constitutes at most 6.7% (α = 15◦) and 7.6% (α = 30◦) of the
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maximum photon density for an extended distribution. In Goorden and Beekman (2010) we
have already shown that in a mouse the typical number of detected photons coming from organs
outside the CFOV is an order of magnitude higher than the amount of scattering reported here.
We therefore believe that neglecting scattered photons has a small effect on simulated images.

Another approximation of ASPECT is the assumption that a single-photon path per
detector pixel is sufficient to mimic photon transport through the pinhole aperture. This
approximation does not have a visible effect on the accuracy of the simulated projections in
this paper. For detectors with larger pixel size than the 0.5 mm considered here, it may be
necessary to sample each detector pixel more than once. Since in that case fewer pixels are
present we expect similar simulation times.

The simulations to validate ASPECT were done for pinhole opening angles of 30◦ and 15◦.
These pinhole opening angles are typical of high-resolution multi-pinhole SPECT collimators
(e.g. van der Have et al 2009) and for clustered pinhole PET (Goorden and Beekman 2010a),
respectively. In these multi-pinhole geometries, all pinholes focus simultaneously on the
central-field-of-view (CFOV), which has approximately the size of a mouse organ (12 mm
diameter). Such a focusing geometry allows an excellent sensitivity-resolution trade-off, but
it does not hinder whole body mouse imaging; high-resolution whole body mouse scans can
be obtained by moving the animal through the focus (Vastenhouw and Beekman 2007). In
this paper we have not considered larger pinhole opening angles than 30◦ since such a pinhole
would be unsuitable for pinhole PET due to the large amount of pinhole edge penetration.

With our experiments we have validated the use of a Gaussian detector response for a
conventional gamma detector with a 9.5 mm thick NaI(Tl) scintillator. It was shown in this
paper that a Gaussian function with a fixed FWHM is adequate to describe detector response
at all relevant angle of incidence. Such an assumption may have to be reevaluated for detectors
with lower intrinsic resolutions (e.g. a much thicker detector) or when the magnification factor
of the object onto the detector is much lower (in that case detector response has a relatively
stronger effect on the PSFs). Furthermore, the amount of scattering reported here was evaluated
for a typical activity distribution: a uniform distribution that has the size of a mouse brain
placed in a mouse-sized water-filled ellipse. Since the exact amount of scattered photons is
object dependent, further simulations may be required for other activity distributions.

5. Conclusions

We have presented a rapid simulator for pinhole PET that is able to generate noiseless
projections several orders of magnitude faster than MC simulations. Such an efficient simulator
can serve as a practical tool in the design of novel multi-pinhole collimators dedicated to
imaging PET tracers, for model-based iterative image reconstruction and to optimize imaging
protocols.
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