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Low impact falls to the side are the main cause of hip fractures in elderly. Finite element (FE) models of
the proximal femur may help in the assessment of patients at high risk for a hip fracture. However,
extensive validation is essential before these models can be used in a clinical setting. This study aims
to use strain measurements from bilateral digital image correlation to validate an FE model against
ex vivo experimental data of proximal femora under a sideways fall loading condition. For twelve
subjects, full-field strain measurements were available on the medial and lateral side of the femoral neck.
In this study, subject-specific FE models were generated based on a consolidated procedure previously
validated for stance loading. The material description included strain rate dependency and separate yield
and fracture strain limits in tension and compression. FE predicted fracture force and experimentally
measured peak forces showed a strong correlation (R2 = 0.92). The FE simulations predicted the fracture
initiation within 3 mm distance of the experimental fracture line for 8/12 subjects. The predicted and
measured strains correlated well on both the medial side (R2 = 0.87) and the lateral side (R2 = 0.74).
The lower correlation on the lateral side is attributed to the irregularity of the cortex and presence of
vessel holes in this region. The combined validation against bilateral full-field strain measurements
and peak forces has opened the door for a more elaborate qualitative and quantitative validation of FE
models of femora under sideways fall loading.
� 2021 The Authors. Published by Elsevier Ltd. This is an openaccess article under the CCBY license (http://

creativecommons.org/licenses/by/4.0/).
1. Introduction

Hip fractures are a large and growing socio-economic burden in
the western society, with incidences for countries in the EU rang-
ing from 231/100,000 (Romania) to 640/100,000 (Denmark) for
people over the age of 50 alone (Hernlund et al., 2013). Costs
directly related to these fractures have been estimated to be
around €20 billion for the EU in 2010 (Hernlund et al., 2013). Hip
fractures can mostly be attributed to low bone strength and a
low-impact fall to the side (Parkkari et al., 1999). Current diagnos-
tics of osteoporosis and assessment of fracture risk rely on mea-
surements of the areal bone mineral density (aBMD) from 2D
dual energy x-ray absorptiometry images. These scans are rela-
tively cheap and fast but around 3/4 of people with a low-impact
hip fracture are not assessed to be at high risk by aBMD alone
(Pasco et al., 2006). By using quantitative computed tomography
(QCT), subject-specific 3D finite element (FE) models can be cre-
ated and used to predict the mechanical behavior of the proximal
femur during a fall (Johannesdottir et al., 2018). Fracture force as
predicted by FE models is likely a better predictor for fracture risk
than aBMD (Orwoll et al., 2009). However, these models are cur-
rently not widely accepted as a clinical tool for the prediction of
fracture risk. This is partly due to the lack of accurate quantitative
validation of FE models predicting the fracture behavior of the
proximal femur.

Fracture strength is the parameter most used for validation and
most relevant for clinical use (Johannesdottir et al., 2017; Viceconti
et al., 2018). Multiple studies have shown strong correlations
between experimentally measured forces and fracture forces pre-
dicted by FE models (Dall’Ara et al., 2013; Enns-Bray et al., 2018;
Keyak et al., 2005; Koivumäki et al., 2012; Zysset et al., 2013).
However, due to a large variation in experimental setups and FE
modeling approaches there is no consensus on which FE models
best represent the full mechanical behavior of the femur when
loaded. For further validation of FE models, additional measure-
ments are required. Strain measurements using strain gauges are
often used (Grassi et al., 2012; Helgason et al., 2016). Although
measurements with strain gauges have a high temporal accuracy,
only a limited number can be placed on a bone. This typically
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results in a low spatial resolution with no more than 15 prese-
lected measurement points (Grassi and Isaksson, 2015).

A promising approach for validation of FE models of femora that
enables full-field strain measurements on the surface of the bone is
digital image correlation (DIC) (Gilchrist et al., 2013). In recent
studies, FE models of the proximal femur were validated using a
3D-surface DIC setup (Grassi et al., 2016; Katz and Yosibash,
2020). Linear regression between strains measured with DIC and
strains predicted by FE-analysis correlated strongly in these stud-
ies. However, they investigated the single-leg-stance loading con-
dition, which is clinically less relevant than sideways falls
(Parkkari et al., 1999). Helgason et al. (2014) performed a valida-
tion of an FE model simulating a sideways fall loading condition
by comparing the model to experimental DIC measurements. How-
ever, in this case, only one femur and a 2D DIC setup was used,
which limits the possibility to quantitatively analyze the strains.
Recently, experimental strain measurements on 12 femora under
sideways fall loading have been obtained with a 3D DIC setup in
our group (Grassi et al., 2020).

This study aims to use ex vivo bilateral strain measurements on
proximal femora under a sideways fall loading condition to vali-
date an FE model. The FE modeling approach includes strain-rate
dependency and yield and failure limits for bone. This approach
has previously been validated for a stance loading condition
(Grassi et al., 2016). Additionally, predicted fracture strength and
observed fracture location are compared to the experimental
results.
2. Methods

2.1. Experimental mechanical testing

The experimental data was reported in detail in Grassi et al.
(2020) and is used in this study for comparison. Briefly, twelve
human female cadaver proximal femora were harvested fresh at
Kuopio University Hospital, Finland (ethical permission
5783/2004/044/07). None of the donors had any reported muscu-
loskeletal disorder. Details on donor height (range: 1.53–1.74 m),
weight (48–120 kg), age (22–88 years), and femoral neck aBMD
(0.429–1.053 g/cm2) can be found in Grassi et al. (2020). The spec-
imens were scanned before the experiment using QCT while con-
tained in ice (Definition AS64, Siemens AG, voxel size of 0.4 � 0.
4 � 0.6 mm, 120 kVp, 210 mAs) with a hydroxyapatite calibration
phantom (QRM-BDC/6, Quality Assurance in Radiology and Medi-
cine). Additionally, lCT images were taken in air both before
(Nikon XT H 225 scanner, isotropic voxel size of 52–60 mm, 100
kVp, 0.2 mA) and after the experiment (MILabs U-CT system, iso-
tropic voxel size of 60 mm, 65 kVp, 0.13 mA).
Fig. 1. A) A femur prepared and mounted in the loading device for the experimental mech
loading conditions on the FE model. The epoxy around the distal end was aligned with th
10� around the y-axis (adduction). The load was equally distributed among the most me
the femoral head. The most lateral surface node and the surface nodes connected to this
those on the proximal side of the epoxy pot were connected to a node that only allows
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The twelve femora were mechanically tested to failure in a side-
ways fall configuration (10� adduction, 15� internal rotation,
5 mm/s until macroscopic failure, for details please see Grassi
et al. (2020), and strains were measured using DIC on the medial
and lateral surface of the femoral neck (Fig. 1a). Two cameras on
the medial side recorded images at 6400 fps (1024 � 1024 pixels,
~20 pixels/mm) and two cameras on the lateral side recorded
images at 500 fps (1280 � 1024 pixels, ~18 pixels/mm). DIC was
performed on the acquired images and the engineering strains
were retrieved at each frame with a data point density of approx-
imately 5 points/mm2 (medial) and 13 points/mm2 (lateral).
2.2. Finite element modeling

FE models were generated following an established procedure
(Grassi et al., 2016). The femur geometry was semi-automatically
segmented from the CT images by thresholding at an apparent
mineral density ðqappÞ of ~ 100 mg/cm3 and manual correction
(Seg3D2, University of Utah). The segmented triangulated geome-
tries were used to create a smooth surface model consisting of B-
spline surfaces (Autodesk Meshmixer 3.4.45, Autodesk, Solidworks
2018, Dassault Systèmes). This surface model was then converted
to a second-order tetrahedral mesh with element sizes
of ~ 1 mm between the minor trochanter and the epoxy on the
femoral head and major trochanter and ~ 3 mm for the rest (Hyper-
mesh v17.0, Altair Engineering) (Fig. 1b). A mesh sensitivity analy-
sis similar to the one presented in Helgason et al. (2008) was
performed (Supplementary Fig. 1). Changes in predicted fracture
force and total strain energy density remained below 1% when fur-
ther increasing the number of elements.

For each element in the femur, qapp in g/cm3 was derived from
the QCT scans (Bonemat_V3 (Taddei et al., 2007)). A constant
Young’s modulus ðE0Þ in MPa was then calculated for each element
using the density-elasticity relationship: E0 ¼ 6850 � q1:49

app (Morgan
et al., 2003). All elements at the surface of the mesh were assigned
a minimum Young’s modulus of 2.5 GPa. The Poisson’s ratio was
set to 0.4 (Reilly and Burstein, 1975). The elements in the embed-
ding material around the femur (epoxy, Technovit 4071, Heraeus
Kulzer) were assigned an isotropic Young’s modulus of 2.5 GPa.
The geometry of the distal epoxy pot was used to identify the
experimental reference system and to assign the appropriate
boundary conditions (Fig. 1b). FE-simulations were performed in
Abaqus (v2017, Dassault Systèmes).

The material model of the bone included strain rate dependency
with different strain limit values for yield and failure under com-
pression (minor principal strains) and tension (major principal
strains), as earlier described by Grassi et al. (2016). The strain rate
dependency and strain limits were based on the average principal
anical testing (see Grassi et al. 2020 for details). B) A graphical representation of the
e coordinate system and then rotated 15� around the z-axis (internal rotation) and

dial surface node and the surface nodes connected to this node on the epoxy cup on
node on the epoxy cup were constrained in the x-direction. All surface nodes except
rotation around the y-axis.
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strains for all elements within a 3 mm radius of the element. Each
element was assigned its specific initial modulus (E0) as described
above. If the strain rate of an element exceeded the reference strain
rate ðSRref Þ of 0.5%/s (Bayraktar et al., 2004) the elastic modulus of
the element was adjusted using the strain rate correction factor:

SRCF ¼ ðSRelem=SRref Þ0:06, where SRelem is the absolute maximum
principal strain rate. This correction factor is based on the depen-
dency of a bones’ stiffness on the strain rate (Carter and Hayes,
1977, 1976). The tangent modulus was then defined as:
Enew ¼ SRCF � E0. When element strain exceeded the yield strain
limit (1.04% compression, 0.73% tension (Bayraktar et al., 2004)),
the modulus was reduced to 5.5% of the tangent modulus (Reilly
et al., 1974), and the simulation continued. A femur was consid-
ered failed when the ultimate strain limit (2.11% compression,
2.74% tension (Reilly et al., 1974)) was exceeded for any of the ele-
ments on the surface of the femur. The force when the first element
failed was taken as the predicted fracture force. The FE-analyses
were conducted by applying consecutive 0.05 mm increments with
the time increment tuned to a 5 mm/s displacement rate.
2.3. Data analysis

2.3.1. Fracture force prediction
Linear regression analysis between the predicted and measured

fracture forces was performed to assess the fracture force predic-
tion accuracy of the FE models. From the regression the coefficient
of determination and standard error of the estimate (SEE) were
determined.
2.3.2. Fracture onset location
The fracture onset locations predicted by the FE models were

compared to the fracture line resulting from the experiment. The
mCT scans of the broken bones were registered to the FE models
(CloudCompare v2.8.1, www.cloudcompare.org/), and the shortest
distance between the predicted fracture initiation and the fracture
line following from the mechanical loading was measured. The FE
predicted fracture locations were also compared to the lCT images
of the intact bone to identify the structure of the bone underlying
the predicted fracture location.
Fig. 2. Linear regression plot, showing the correlation between the experimentally
measured peak force and the fracture force predicted by FE-analysis.

Fig. 3. The distances (mm) measured between predicted fracture locations
(spheres) and the fracture lines (bars, only shown for distances > 3 mm) as
determined from mCT scans taken after the experiment. The black lines indicate
which predicted fracture location relates to which fracture line.
2.3.3. Strain prediction
Strain prediction accuracy was evaluated at a force representing

90% of the experimentally measured peak force. The principal
strains calculated by the FE models were compared to DIC mea-
surements. The points from the DIC measurements were registered
onto the surfaces of the FE models using an iterative closest point
approach (CloudCompare v2.8.1). The size of the DIC point cloud
was reduced before the comparison with the strains predicted by
the FE models by removing the two outermost layers of points,
as strain measurements at the edge of the region are often less
accurate (Grassi et al., 2016; Katz and Yosibash, 2020). For experi-
mentally measured points a confidence interval (r) was calculated
(Vic-3D v7, Correlated Solutions, Inc.), as a measure for how accu-
rately the displacement of each point is calculated between subse-
quent images (Sutton et al., 2009). Points where r exceeded 0.02
pixels were excluded before correlation.

A data comparison method was adopted, based on our previous
procedure (Grassi et al., 2016, 2013). For each element on the sur-
face of the mesh, the smallest sphere circumscribing it was calcu-
lated. All DIC strain measurement points within the sphere were
averaged, and the obtained value compared to the FE element
strain. Robust linear regression analysis was performed to assess
the correlation between the predicted and measured major and
minor principal strains.
3

For one subject (CAD052) a technical error occurred leading to
the inability to connect the DIC measurements to the correct load.
On another subject (CAD060) severe leakage of bone marrow on
the lateral side at 90% of the peak force resulted in a r over 0.02
for all DIC measurements. Thus, the strains on the medial and lat-
eral side were correlated for 11 and 10 subjects, respectively.
3. Results

3.1. Fracture force prediction

The fracture forces predicted by the FE model ranged from 1.71
to 5.00 kN and correlated well with the peak forces measured in
the experiment (R2 = 0.92, SEE = 0.44 kN). The predicted forces
were slightly overestimated for the weaker bones and underesti-
mated for the stronger bones leading to an intercept above 0 and
a slope below 1 (Fig. 2).
3.2. Fracture onset location

The FE models predicted that the fractures initiate under com-
pression on the lateral side of the femoral neck (Fig. 3). Similarly,
in the experiment, compressive damage on the lateral side, mostly

http://www.cloudcompare.org/


Fig. 4. Left) Plots of the force against the average measured major principal strain (e1) for all DIC points and elements in the compared region on the medial side. The
represented subjects are those with the highest (CAD055) and lowest (CAD053) correlation coefficient between the predicted and measured strains on this side at 90% of the
measured peak force (indicated by the dotted line). The plots are cropped at the maximum measured and predicted force. Right) Maps of the major principal strains (e1) on
the medial side at 90% peak force. The scalebars are adjusted to the minimum and maximum values in their respective plots.
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due to crushing of the trochanteric region, was observed as the
main cause for a force drop after reaching the peak force (Grassi
et al., 2020). Most (8/12) predicted fracture locations were within
3 mm of the actual fracture line. The less accurately predicted frac-
ture locations were all more proximal on the neck. Comparisons
with the lCT images showed that the fractures were predicted in
or near a vessel hole (5/12), in a region with high cortical porosity
(5/12), or somewhere else on the superolateral aspect of the
femoral neck, without clear underlying cause (2/12) (Supplemen-
tary Fig. 2).
Fig. 5. Left) Plots of the force against the average measured absolute minor principal stra
represented subjects are those with the highest (CAD055) and lowest (CAD047) correlati
measured peak force (indicated by the dotted line). The plots are cropped at the maximu
the lateral side at 90% peak force for these subjects. The scalebars are adjusted to the m
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3.3. Strain prediction

Plots of the force against the average strain in the measured
region show a good global agreement between the predicted and
measured mechanical behavior, especially in the elastic region
(Figs. 4 and 5). The region with the highest predicted tensile strains
is captured within the DIC region on the medial side (Fig. 4),
whereas the highest predicted compressive strains are not
included in the available DIC measurements on the lateral side
(Fig. 5).
in (e2) for all DIC points and elements in the compared region on the lateral side. The
on coefficient between the predicted and measured strains on this side at 90% of the
m measured and predicted force. Right) Maps of the minor principal strains (e2) on
inimum and maximum values in their respective plots.



Fig. 6. Left) Results from the robust linear regression between FE predicted and experimentally measured principal strains for all subjects pooled. Right) Bland-Altman plots
showing the agreement between predicted and measured strains for all bones pooled. The solid line represents the mean difference and the dotted lines ± 1.96*SD.
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For all bones pooled, the FE predicted major and minor principal
strains correlated well with the experimentally measured major
and minor principal strains on the medial side (Fig. 6). The
Bland-Altman plots show that the mean difference between the
strains was 0.04% with a ± 1.96*SD of –0.16% – 0.23%. This indicates
that strains predicted by the FE models are in relatively good
agreement with the experimental measurements, as the FE pre-
dicted strains on the lateral side show a weaker correlation and a
worse agreement (mean difference: –0.13; ±1.96*SD: –0.84 –
0.58). For the individual subjects, the strains on the medial side
Fig. 7. Effect of the vessel holes on the correlation between predicted and measured stra
for the DIC measurement outlined. Middle) The plots showing the difference in predicte
region around the vessel hole. Right) The correlations between predicted and measured
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correlated consistently well between FE models and experimental
data (R2 range: 0.82–0.96; slopes: 0.75–1.39; intercepts: –0.06% –
0.02%) (Supplementary Fig. 3). On the lateral side, the range
between the samples was higher and the strains correlated less
well in some samples (R2 range: 0.67–0.98; slopes: 0.36 –1.58;
intercepts: �0.11% – .29%).

In some cases, the region with the DIC measurements on the
lateral side included vessel holes leading to relatively high experi-
mentally measured strains (Fig. 7). Although the FE predicted frac-
ture location was often close to a vessel hole, the FE models did not
ins in the lateral neck. Left) A segmentation of the lateral neck with the region used
d and measured minor principal strains including (top) and excluding (bottom) the
strains including (top) and excluding (bottom) the region around the vessel hole.
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predict strains around vessel holes as high as the experimental
measurements. For the subject shown in Fig. 7, a stronger correla-
tion (R2 increase from 0.82 to 0.90) between FE predicted and
experimentally measured strains was achieved when the experi-
mentally measured data in the vicinity of the vessel hole was
excluded. A similar improvement could be seen in the mean differ-
ence (increase from –0.20% with a ± 1.96*SD of –0.65% – 0.24% to
�0.16% with a ± 1.96*SD of �0.58%–0.25%).
4. Discussion

The aim of this study was to use ex vivo bilateral strain mea-
surements on proximal femora under a sideways fall loading con-
dition to validate an FE modeling approach.

The fracture force predicted by the FE models correlated well
with the measured peak forces. With an R2 of 0.92, it is higher than
what has been reported previously in other studies where similar
loading conditions were investigated: R2 = 0.87 (Koivumäki et al.,
2012) and R2 = 0.85 (Dall’Ara et al., 2013). Furthermore, the SEE
in these studies was similar (0.44 kN in both the current study
and in Dall’Ara et al. (2013) and 0.39 kN in Koivumäki et al.
(2012)). The FE models in this study overestimated the fracture
force for weak bones and underestimated the fracture force for
the stronger bones. This effect was also observed by Koivumäki
et al. (2012), but not by Dall’Ara et al. (2013) where the fracture
force was more consistently overestimated by the FE models.

The FE models consistently predicted the fracture initiation
location to be on the lateral side of the femoral neck. Since the frac-
ture onset could not clearly be localized during the experiment, the
final fracture line was compared to the predicted fracture location,
and the fracture location accuracy calculated as the distance
between numerically predicted onset and experimental fracture
line. Most of the FE predicted fracture locations (8/12) were pre-
dicted within a 3 mm accuracy. In the remaining cases the pre-
dicted fracture onset was located more proximally than the true
fracture line (Fig. 3). A reason for this could be that failure of tra-
becular bone and epoxy is currently not considered in the FE mod-
els, which may lead to a less accurate representation of, e.g.,
possible internal collapses occurring around the trochanteric fossa.
A comparison between the FE predicted fracture location and lCT
images of the bones revealed that the FE predicted fracture onset is
found either in weak regions in the cortex or somewhere else on
the superolateral aspect of the femoral neck (supplementary
Fig. 2). Another numerical study, that used local lFE models, has
indicated that vessel holes are potentially involved in primary fail-
ure events (Bahaloo et al., 2018). The true magnitude of the strains
around these vessel holes and their effect on fracture initiation and
development is, however, still unclear and deserves a separate
investigation.

The principal strains on the medial side were predicted well by
the FE models with an R2 > 0.8 and a slope > 0.8 for all subjects at
90% of the experimental fracture force. In comparison with the sin-
gle leg stance loading condition (R2 > 0.9) the correlations were
slightly worse (Grassi et al., 2016). This is expected for three rea-
sons: first, only three samples were tested in single leg stance; sec-
ond, the sideways fall loading condition is more complex due to
the addition of an axis of rotation distally and the freedom of
motion at the greater trochanter; third, the shapes of the medial
and lateral neck are more irregular than the anterior surface that
was measured in Grassi et al. (2016), reducing the accuracy of both
the FE models and the experimental measurements. The correla-
tion coefficient can be somewhat inflated when validating pooled
minor and major principal strains from DIC measurements. This
is because DIC, as compared to the limited data points from SGs,
provides thousands of measurements for both strains, while leav-
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ing an empty region in the regression plot around zero (since
non-deformed areas are typically not measured). Bland-Altman
plots were therefore included to better show the agreement
between predicted and measured strains (Fig. 6) (Altman and
Bland, 1983). They also show that there is some proportional bias
in the prediction of the strains. This bias is likely introduced by a
difference in maximum local strain between the measured and
predicted strain. This means that even if the measured and pre-
dicted strains follow the same pattern, the difference between
them increases as the average between them increases. Other stud-
ies that performed strain validation in a sideways fall loading con-
dition reached correlations with R2 = 0.90 – 0.91 for 16 pooled
models (Helgason et al., 2016) and R2 = 0.91 for 3 pooled models
(Grassi et al., 2012). These studies used the same density-
modulus relationship in their FE models as the one presented in
this study. However, for the experimental measurements these
studies used strain gauges at various locations on the femur. Only
one of these was placed on the lateral neck and the FE models over-
estimated the strains in this region by about 30% (Grassi et al.,
2012).

The principal strains on the lateral side were not predicted as
well by the FE models. There are several factors contributing to this
result. First, the measurements on this side were not as accurate as
the measurements on the medial side. The cameras on the lateral
side had a lower signal-to-noise ratio and the shape of bone is
more irregular on this side, which led to smaller regions that were
well illuminated and in focus. Second, in addition to the irregular
shape of the femora, the measurements on the lateral side were
often influenced by the presence of vessel holes (Grassi et al.,
2020). Local damage could occur in these holes leading to high
strains not captured by the FE model. Alternatively, these holes
could lead to artefacts due to, for example, leakage of bone mar-
row. In the latter case, the FE model would be expected to describe
the mechanical behavior of the bone better. In a similar study, but
with a different modeling approach and stance loading condition
the results also showed a discrepancy between measured and pre-
dicted strains on the lateral neck (Katz and Yosibash, 2020).

The FE modeling approach was previously developed and vali-
dated for a single-leg-stance loading condition (Grassi et al.,
2016). This means that this modeling approach has now been val-
idated under both a clinically relevant (fall to the side) and a phys-
iologically relevant (single-leg-stance) loading condition. The FE
modeling strategy presented in this study differed from the one
presented in Grassi et al. (2016) only by the value of the minimum
Young’s modulus of the elements at the surface (2.5 GPa instead of
5 GPa). This change was implemented because the minimum of 5
GPa was set for relatively young men with a strong cortex. To find
an appropriate cortex reinforcement for the subjects in this study
(old women), a sensitivity analysis was performed with minimum
values of Young’s modulus ranging from 0 to 5 GPa. Based on these
results (Supplementary Fig. 4), a minimum Young’s modulus of 2.5
GPa was selected to correct for errors introduced by partial volume
effects without affecting femoral strength (as a 5 GPa did). To
increase the robustness of the models and reduce their sensitivity
to the mesh size, more accurate mapping of the cortex may be
required (Schileo et al., 2020).

In conclusion, bilateral digital image correlation has opened
the door for a more elaborate qualitative and quantitative valida-
tion of FE models of femora under sideways fall loading. The
modeling approach validated in this study could accurately pre-
dict the fracture forces and the fracture locations. The novel val-
idation method was used to set a benchmark for validation using
high-resolution full-field strain measurements. This validation
process highlights the complexity of measured strain fields and
difficulties of accurately predicting strains in areas with high
surface irregularity.
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